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ABSTRACT
Launched in 2012, Wikidata has already become a success

story. It is a collaborative knowledge graph, whose large

community has produced so far data about more than 55

million entities. Understanding the quality of the data in

Wikidata is key to its widespread adoption and future de-

velopment. No study has investigated so far to what extent

and which aspects of this topic have been addressed. To fill

this gap, we surveyed prior literature about data quality in

Wikidata. Our analysis includes 28 papers and categorise by

quality dimensions addressed. We showed that a number of

quality dimensions has not been yet adequately covered, e.g.

accuracy and trustworthiness. Future work should focus on

these.

CCS CONCEPTS
• General and reference → Surveys and overviews; •
Information systems→ Collaborative and social com-
puting systems and tools; Wikis; Graph-based database
models.
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1 INTRODUCTION
Wikidata is a relatively young project—it was launched in

2012—but it is already considered by many a success story.

It is a collaborative knowledge graph which has already

grown up to include more than 55 million data items
1
and

has recently overtaken the English Wikipedia as the most

edited Wikimedia website.
2

Knowledge graphs are graph-based knowledge represen-

tations which describe real world entities and the relations

between them [39]. Numerous knowledge graphs have been

developed prior to Wikidata, with notable examples being

DBpedia [10] and YAGO [55]. Whereas Wikidata shares a

number of features with these, e.g. releasing all data under

an open licence, which allows anyone to share and reuse

it, it differs with respect to others. Possibly the most signif-

icant is its completely collaborative, bottom-up approach

to knowledge engineering—a task typically carried out by

trained experts [46]. Anyone can edit Wikidata, either regis-

tered or anonymously. These features, combined with a large

existing community around the Wikimedia ecosystem and

the lessons learned from previous knowledge engineering

projects, are likely to be among the determinants of Wiki-

data’s success [46].

The growth of Wikidata in terms of size and visibility has

already led to its adoption as a knowledge resource for a

variety of purposes. For example, already in 2016 the Finnish

Broadcasting Company (Yle) started using Wikidata iden-

tifiers to annotate content.
3
It is thus not surprising that

substantial efforts around Wikidata have been dedicated to

its quality and the approaches to evaluate it. Several commu-

nity initiatives have attempted to gauge quality of the data

in the graph, e.g. the item grading scale used in [44]. Data

quality was one of the most debated topics at the first Wiki-

dataCon, a conference celebrating the 5th year of Wikidata

organised by Wikidata Germany in collaboration with the

Wikidata community.
4
More recently, a workshop has been

dedicated specifically to Wikidata quality, bringing together

1
https://www.wikidata.org/wiki/Special:Statistics, accessed 30 March 2019.

2
https://www.wikidata.org/wiki/Wikidata:News, accessed 30 March 2019.

3
http://wikimedia.fi/2016/04/15/yle-3-wikidata/, accessed 30 March 2019.

4
https://www.wikidata.org/wiki/Wikidata:WikidataCon_2017, accessed 30

March 2019.
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researchers and practitioners.
5
A large body of scientific

literature has addressed the topic under different perspec-

tives, either comparing Wikidata to other projects [17], or

assessing a determined aspect of quality on the platform [11].

To the best of our knowledge, a comprehensive review of

existing literature about Wikidata quality is still missing.

This is needed in order to understand what has been done in

terms of evaluating different quality dimensions of Wikidata,

which approaches have been used, and which dimensions

still need further investigation. This paper seeks to address

this gap, by providing the following contributions:

• It carries out the first systematic review of literature

about data quality of Wikidata;

• It systematises previous studies according to a com-

mon data quality framework;

• It identifies gaps in the existing data quality literature

about Wikidata and suggests future studies accord-

ingly.

The next sections provide an overview of the features

of Wikidata and of the initiatives regarding data quality

that have been carried out by the community. Subsequently,

Section 3 provides a definition of data quality and of its

dimensions. These are used to classify the papers found in

our survey.

2 WIKIDATA
The Wikidata knowledge graph is composed of two main

building blocks: items and properties. Items represent con-

crete or abstract entities, e.g. William Shakespeare, art, or
Stratford-upon-Avon. On the other hand, properties state

items’ relations, such as place of birth or has part. These rela-
tions are used to create claims, item-property-value triples

where the value can be either an item or a literal. Items and

properties are identified by alphanumeric Unique Resource

Identifiers (URIs). The form of these URIs is Qx for items (e.g.

Q692 forWilliam Shakespeare) and Px for properties (e.g. P19
for place of birth). Items and properties can have a human-

readable label in any of the languages used in Wikidata. For

example, the following claim would be used to state that

Ophelia’s father is Polonius (in Shakespeare’s Hamlet):

Ophelia (Q1800888) – father (P22) – Polonius (Q780191)

Claims can be enriched through qualifiers and references.
In Wikidata terms, the conjunct of a claim and its related

qualifiers and/or references—if any—is called statement and it
is the minimal unit to state facts about a resource. Qualifiers

add contextual information (e.g. specifying a limitation in the

validity of a statement), whereas references link to a source.

For example, the statement reported above is enhanced by a

5
https://fardamariam.wixsite.com/wikidatadqworkshop, accessed 30 March

2019.

link to the source that supports it, allowing anyone to verify

its truth (Figure 1).

Conversely to other knowledge graphs (e.g. DBpedia [31])

which rely on a formally defined ontology, Wikidata follows

another approach. Its conceptual structure is determined by

loosely-defined relations between items [16]. Furthermore,

classes—sets of individuals sharing some properties, e.g. hu-
mans or cities [46]—are not distinct from other items and as

such can be added and edited by any user. However, prior

work (e.g. [11], [33], and [46]) relied on the properties P31
(instance of ) and P279 (subclass of ) to define classes and

study the consistency of Wikidata, considering as such all

items that are object of P31 or subject/object of P279.
The features outlined above enable to manage and aggre-

gate the data in Wikidata to provide tailored information to

users with little or no effort. A query to Wikidata can return

a list with all Shakespeare’s plays written before Hamlet,
whereas the same list must have already been manually com-

piled by someone to achieve the same result in Wikipedia.

This data is accessible in various ways, e.g. through a query

interface
6
or as Linked Data.

7
As a part of the Linked Open

Data (LOD) cloud, i.e. the set of intelinked datasets published

on the web following Linked Data practices [9], Wikidata is

connected to—and its data can be integrated and expanded

with content from—numerous other resources.

Wikidata quality from the eyes of Wikidatians
The Wikidata community has developed policies and put

in place a number of strategies to uphold quality, adopting

consensus-based strategies from its elder sister Wikipedia

and inheriting some of its policies. In the following, we de-

scribe someWikidata community-based initiatives to uphold

and assess quality—the list is not exhaustive though and it

only aims to provide relevant examples of what has been

done so far.

Item quality. Items represent entities in the real world and

are seen by editors as clearly-defined concepts [45]. The com-

munity has undertaken several initiatives to measure quality

of items. Showcase items [61] are a set of items selected by

the community as outstanding examples of the capabilities

of the system. The number of showcase items varies, but

has been so far in the order of the few dozens. Showcase

items must meet a number of criteria covering the different

elements composing items, i.e. statements, human-readable

labels, and links to other Wikimedia projects. Yapinus et

al. [63] relied upon the showcase item’s criteria to devise,

in close-collaboration with the community of Wikidata, a

single-grading scale which assigns labels to Items from A

6
https://query.wikidata.org/

7
Linked Data and Linked Open Data refer to a set of best practices to publish

structured data on the web [6].

https://fardamariam.wixsite.com/wikidatadqworkshop
https://query.wikidata.org/
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Figure 1: Item Q1800888 (Ophelia) with one of its statements

(the highest) to E. The grading scale covers the completeness

of an item, described as the number of relevant statements;

the number of the sources used to support the statements;

the labels and descriptions in an appropriate number of lan-

guages; links to other wiki projects; and possibly whether

media files are attached.
8

Reference quality. References are among the features that

set Wikidata apart from similar projects. Provenance, i.e. the

specification of where a piece of information is derived from,

facilitates the reuse of data by improving error-detection

and the selection of pieces of information based on their

source [30]. The lack of provenance or the use of poor sources

may affect trustworthiness of the data and hinder its reuse

for business and other purposes [20]. Additionally, the avail-

ability of provenance can increase trust in the project, as

noted in Wikipedia [32]. The verifiability policy [60] speci-

fies which statements need to be supported by a reference

and sets the quality requirements for that. Statements must

be verifiable by consulting a referenceable primary source.

This must be accessible ‘by at least some’ Wikidata contribu-

tors to confirm the source firsthand [60]. A good reference

must also be relevant—it must provide evidence for the claim

it is linked to. Additionally, good references must be authori-

tative or ‘deemed trustworthy, up-to-date, and free of bias

for supporting a particular statement’ [60].

Constraint violations. Properties in Wikidata may include

constraints, i.e. restrictions that define how properties should

be used and the relations that should exist—or not exist—for

the classes they apply to. For instance, property P26 (spouse)
has the symmetric constraints, meaning that if Item A is

linked to Item B through P26, B must link back to A using

the same property. Property constraints are not enforced

in Wikidata, meaning that editors are not prevented from

adding content that may violate constraints. However, con-

straint violations are used to spot potential errors of different

types, e.g. involving inconsistencies or inaccuracies in the

8
https://www.wikidata.org/wiki/Wikidata:Item_quality, accessed 30 March

2019.

Figure 2: Examples of Property constraints violations. Fig-
ure a. is taken from Item Q7259 (Ada Lovelace). The for-
mat constraint checks whether the value used as an object
matches a regular expression, whereas the property scope
constraint refers to a specificity of Wikidata’s knowledge
representation model, i.e. the type of statement where a
Property can be used. Figure b. shows a violation for Q84
(London), suggesting that the information in a statement
may be incomplete.

data. Property constraint violations are continuously mon-

itored on Wikidata and users may be notified if they are

violating one (see Figure 2).

3 DATA QUALITY
The existing literature on data quality is extensive and com-

monly follows Juran’s[25] definition of quality as “fitness for

use” for its object of study (e.g. [5, 18, 42, 59, 64]). Different

perspectives hinge upon this definition, which stresses either

data consumers’ needs [42, 59] or the suitability of data for

the task to be performed [50]. Both points of view are under-

pinned by an empirical approach, in which data attributes are

rooted in user/task requirements [59]. As Bizer et al. [8] note,

https://www.wikidata.org/wiki/Wikidata:Item_quality
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this approach implies two aspects: (i.) data quality is task-
dependent, i.e. the same piece of data may be considered of

sufficient quality for one task, but insufficient for another;

(ii.) it is subjective, whereas a user may find a piece of data

appropriate for a task, another may not deem it suitable for

the same task. Regardless of the perspective adopted, data

quality is typically a multi-dimensional construct, each di-

mension being a set of attributes that measure a single aspect

of quality [59]. Different sets of dimensions may be relevant

for a user, depending on the task at hand [8]. The literature

diverges in the dimensions included in each quality frame-

work. The seminal work of Wang and Strong [59] classifies

eight dimensions into four categories: intrinsic, contextual,
representational, and accessibility. Intrinsic dimensions refer

to those that are “independent of the user’s context” [64] and

implies that data has quality in its own right [59]. Contextual

dimensions are dependent on the task at hand and on the

context of the data consumer [59]. Representational and ac-

cessibility dimensions refer to the form in which the data is

available and to how it can be accessed [17]. Färber et al. [17]

comparatively evaluated several knowledge graphs using a

selection of dimentions derived from the framework in [64],

which in turn is based on [59], among others. Because [17]’s

framework has been used as an evaluation framework in

practice and is solidly grounded in prior literature, we rely

on it in the present work.

Data quality dimensions
Intrinsic Dimensions
Accuracy. Several definitions have been given of accuracy.

For [59] it is the extent to which data is accepted as true and

free of error, whilst [41] defines it as the extent to which the

data value v reflects the correct value v ′
. Others, such as [4]

and [18], assert that data values must correspond to a state

of things in the real-world, i.e. a reality existing objectively

and independently from the observer, in order to be accu-

rate. Some researchers [5] distinguish between syntactic and
semantic accuracy. Whereas semantic accuracy corresponds

to the definitions of accuracy mentioned above, syntactic

accuracy refers to the closeness of a value v to any of the

possible values in a definition domain D. Unless specified
otherwise, this work uses the term accuracy in the sense of

semantic accuracy.

Trustworthiness. It indicates the extent to which the user

deems data as ‘true’ [42] and depends on both the trust-

worthiness of the data producers and the judgement of the

data consumer [15]. [17] notes that this dimension subsumes

other four, i.e. believability, reputation, objectivity, and ver-

ifiability. Hence, in order to be trustworthy data must be

accepted as real and credible (believable) [59], its source and

content must be highly regarded (reputable) [59], it must be

impartial and free of bias (objective) [59], and its correctness

must be easy to check (verifiable) [36].

Consistency. The definitions of consistency take into account
various characteristics. According to [5], a consistent dataset

is free from “violations of semantic rules defined over a set

of data items.” [64] focuses instead on aspects related to the

Semantic Web and sees consistency as the conformity with

a particular knowledge representation and inference model.

Finally, [34] argues that “a dataset is consistent if it is free

of conflicting information.” We adopt this definition in the

current work.

Contextual Dimensions
Relevancy. This dimension concerns how useful and impor-

tant data is for the task at hand [59, 64]. It is a highly context-

dependent dimension, especially on the web, where a user

may be faced with a large amount of potentially relevant

information from various sources [17].

Completeness. [5] includes completeness among the set of

basic data quality dimensions, defining it as the extent to

which a dataset represent a corresponding collection of real-

world objects. Other points of view take into account the

context in which data is used. For Wang and Strong [59]

completeness is “the extent to which data are of sufficient

breadth, depth, and scope for the task at hand.” These three

features are articulated by some into sub-dimensions, i.e.

schema, column, and population completeness [17].

Timeliness. According to Zaveri et al. [64], “timeliness mea-

sures howup-to-date data is relative to a specific task.”Whereas

data sources may vary and be updated at different times,

these changes may not always reflect those occurring to the

objects they represent. As a result, data may lose currency

and become outdated for the task at hand of data consumers.

Representation Dimensions
Ease of understanding. In order to facilitate use, data must

be unambiguous and understandable by its consumers [59].

As regards Linked Data, whereas software agents rely on

URIs to unambiguously communicate between them, humans

require labels and descriptions to visualise and browse RDF

data [24].

Interoperability. The previous dimension focuses on the rep-

resentational characteristics of data from the point of view

of human users. Interoperability concerns instead represen-

tation under a technical perspective, referring to the extent

to which machines can obtain a consistent and clear inter-

pretation of data which allows them to exchange and process

information without ambiguities [17]. The definition we fol-

low here has been formulated in [64]: interoperability is the
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extent to which the data conforms with previous sources in

terms of format and structure.

Accessibility Dimensions
Accessibility. Data sources on the web need to be timely

available in order to be integrated with other sources to

produce tailored information for users [36]. Accessibility

concerns this aspect and is defined in [59] as “the extent to

which data is available or easily and quickly retrievable.”

Interlinking. On the Linked Data web, datasets need to be

interconnected to enable data integration. The interlinking

dimension refers to that. It is the “degree to which entities

that represent the same concept are linked to each other, be

it within or between two or more data sources” [64].

Licence. The links between datasets on the Linked Data web

may be useful to discover new information. However, some

data sources may not be suitable for reuse for determined

tasks. Therefore, it is important for consumers to provide

datasets with a licence clearly expressing the terms for reuse

and sharing [24].

4 METHOD
We performed our survey by querying Google Scholar, DBLP,

and Semantic Scholar for the terms “Wikidata quality” and

for the word Wikidata combined with each of the dimen-

sions listed in Table 1, e.g. “Wikidata accuracy”, “Wikidata

completeness”, etc. These search engines were chosen to

include widely used scholarly search engines known to pro-

vide very broad (especially Google Scholar and Semantic

Scholar) and/or accurate results (DBLP [29]). After a manual

check, we limited the results of Google Scholar and Seman-

tic Scholar for each query to the first 100 in order to avoid

having an extremely large number of results which would

contain numerous non-relevant papers. We included only

English-language articles from peer-reviewed conferences

and journals. After collecting the results, we removed all

duplicates. We aimed to keep in our survey papers which in

their study either:

(1) evaluate one or multiple data quality dimensions of

Wikidata;

(2) develop an approach to identify quality issues tested

on Wikidata.

Therefore, we left out all papers which develop tools not

directly related to quality evaluation, although they may be

used to uphold quality, those which use Wikidata as a knowl-

edge resource to support their experiment (e.g. [52]), and

those which investigate other aspects, such as collaborative

dynamics (e.g. [45]). However, papers falling the second cat-

egory may propose an evaluation approach, without actually

gauging Wikidata quality within their study. We selected the

paper to be included in our survey by reading their abstract

and assessing their suitability to the requirements set above.

5 RESULTS
Our queries yielded a total of 2272 articles. The results from

Google Scholar and Semantic Scholar gave several hundreds

results, whereas DBLP only a few. Table 2 shows the number

of results by search engine. Our final selection included 28

papers, the majority of them published in 2017 (Figure 3).

Most papers were aimed at Wikidata alone, more commonly

covering only one quality dimension. Other works took a

comparative stance, contrasting Wikidata’s quality to that of

other knowledge graphs or other types of datasets on theweb.

We present the selected papers by the quality dimension(s)

they evaluate. Because of this choice, a paper may be covered

in more than one dimension.

2013 2014 2015 2016 2017 2018 2019
0

2

4

6

8

10

12

14

Figure 3: Number of selected papers per year.

Intrinsic dimensions
Accuracy. The number of studies addressing explicitly ac-

curacy on Wikidata is low, compared to other dimensions

(e.g. completeness). One of these is the comparative study

of Färber et al. [17]. They propose a framework to select

the most suitable knowledge graph for a given task. Their

work compares five projects—DBpedia, Wikidata, YAGO,

OpenCyc, and Freebase—along a set of dimensions derived

from [59], [7], and [64]. They perform a high-level evalua-

tion, i.e. providing for each dimension an overall score for

each knowledge graph. Some of their metrics are expressed

as a ratio between the number of correct instances to the

total of instances. With respect to accuracy evaluation, they

compare values to a gold standard (semantic accuracy) or

verify whether values match an expected patterns (syntactic

accuracy). Wikidata is the second best performer within the

set of knowledge graphs studied [17]. 100% of Wikidata state-

ments and literals evaluated in [17] are syntactically correct,
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Category Intrinsic Contextual Representational Accessibility

Dimensions

Accuracy Relevancy Ease of understanding Accessibility

Trustworthiness Completeness Interoperability Interlinking
Consistency Timeliness Licence

Table 1: Data quality dimensions used in [17]. In italics the dimensions not originally in [59].

Google Scholar Semantic Scholar DBLP
Total papers 1090 1177 5

Unique papers 790 557 5

Selected papers 24 25 5

Table 2: Results by search engine. Searches were performed
on 1 April 2019.

whilst > 90% match those in the gold standard. Abián et

al. performed another comparative multi-dimensional eval-

uation of Wikidata, against DBpedia [1]. Their approach is

rather speculative though and consists of a series of assump-

tions based on the characteristics of the knowledge graphs

taken into consideration. For example, with regard to accu-

racy they consider as imprecise or inaccurate all statements

not including a reference.

A number of studies look at vandalism in Wikidata [12,

22, 23, 48, 53, 62, 65]. These were submitted to a challenge

at the 2017 WSDM conference [21]. Although these aim at

developing automated approaches to detect edits carried out

by vandals on the platform, they may somewhat be assimi-

lated to the accuracy dimension. The approaches used were

various, with different degrees of involvement from human

users, and using various algorithms and features.

Trustworthiness. Trustworthiness is among the dimensions

evaluated in the comparative study in [17]. Three different

metrics are extracted (trustworthiness on knowledge graph
level, t. on statement level, and indicating unknown and empty
values). Wikidata achieves the highest scores in the trust-

worthiness dimension, due to being manually curated, to

the possibility to add references for each statement, and to

the support of empty and unknown values [17]. However,

these metrics only measure the extent to which a determined

feature is present or supported. Hence, whilst they provide

an indication of the capabilities of Wikidata compared to

other knowledge graphs, they give little insights about its

data quality. Thakkar et al. [56] adopt a data consumer view-

point, choosing a task—i.e. question answering around a

number of domains—and comparing the quality of Wikidata

and DBpedia over several dimensions. Although provenance

richness varies in Wikidata, i.e. the extent to which sources

are specified for the piece of data in the graph, this feature—

i.e. references—is simply missing in DBpedia [56].

Other work focuses on Wikidata sources. In [43] we have

devised an approach to evaluate Wikidata external sources,

i.e. those linking to resources without the knowledge graph.

The approach consists of two steps: in the first, a sample of

references is evaluated by means of microtask crowsourcing;

these references are fed to a machine learning algorithm

in the second step, which allows its application on a large

scale over the whole project. The results, which include only

English language sources, show that Wikidata references are

of good quality overall. Using the quality criteria set by the

Wikidata community (see Section 2), almost 70% of Wikidata

external references are relevant and around 80% are authori-

tative. Another study targets specifically Wikidata external

references, comparing them to those in Wikipedia [47]. Ac-

cording to that, Wikidata has a more diverse pool of sources,

in terms of country of provenance, and employs a larger

percentage of external databases and reference sources, such

as library catalogues, compared to the online encyclopaedia.

Consistency. This dimension is included in the comparative

study in [56], with Wikidata and DBpedia obtaining equal

scores for the observed slices of the datasets. The metrics

used include whether properties from external datasets are

reused (ontology hijacking) and the proportion of misused

OWL
9
properties (Misused OWL Datatype/Object Property).

[17] looks at the existence of schema restrictions checks at

the time of statement creation, a feature implemented in

Wikidata editing interface. Other aspects of consistency con-

sidered in [17] are hard to measure in Wikidata, due to its ap-

proach to expressing ontological knowledge—e.g. compared

to the other KGs, Wikidata does not use OWL. Furthermore,

the evaluation estimates the number of inconsistent axioms

by checking disjoint statements via owl:disjointWith. This
property is not used in Wikidata, therefore no inconsistent

axioms are found. Brasileiro et al. [11] explore common is-

sues in the Wikidata taxonomy by applying multi-level mod-

elling theory. They highlight three anti-patterns, attributable

to the misuse of P31 and P279. This generally consists of

using a type or a subclass relation in a statement instead of

the correct one. Other quality issues involve an incorrect ob-

ject item or cause redundancies (rather than inconsistencies).

9
The Web Ontology Language (OWL) is a formal language commonly used

to describe logical relations in ontologies.
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For example, these occur when an item is a sub-class of two

items, one of which is an instance of the other [11].

We include under this dimension also some studies which

assess characteristics related to the Wikidata data model, al-

though not strictly its consistency. [46] addresses Wikidata’s

conceptual structure. This work devises a framework assess-

ing structural features of the Wikidata ontology, such the

number of classes, its average depth, and the average number

of subclasses and instances per class. This framework is then

applied to evaluate the Wikidata ontology over time, which

appears to be of uneven quality. Next to a curated core with

deep taxonomies, large swathes of the ontology are flat, with

numerous classes likely to be the product of the misuse of

P31 and P279, confirming what noted in [11].

Whereas [54] is not a systematic evaluation of any quality

dimension of Wikidata, it reports about the issues encoun-

tered by its authors in using Wikidata. Among these issues, a

number of inconsistencies are found in Wikidata taxonomic

structure and in the definitions of some of its properties.

Wikidata is also included in a study that compares how eight

ontologies define units of measurement [28]. The findings

show that in this area Wikidata has broader coverage and a

larger number of labels and links to other ontologies than

other projects within the study. The work in [57] discusses

the suitability of the Wikidata data model, i.e. its proper-

ties and classes, to build a registry in the domain of digital

preservation. The authors highlight a number of potential

issues, e.g. concerning the ambiguity of some classes and

the misuses of some properties. Finally, Voss [58] evaluates

the fitness of Wikidata to create taxonomies of knowledge

organisation systems and ways to improve its consistency.

Accuracy Abián et al. [1], Crescenzi et al. [12],

Färber et al. [17], Heindorf et al. [22],

Heindorf et al. [23], Potthast et al. [48],

Sarabadani et al.[53], Yamazaki et

al. [62], Zhu et al. [65]

Trustworthiness Färber et al. [17], Piscopo et al. [43, 47],

Thakkar et al. [56]

Consistency Brasileiro et al. [11], Färber et al. [17],

Keils and Schneider [28], Piscopo et

al. [46], Spitz et al. [54], Thornton et

al. [57], Voss [58]

Table 3: Papers covering intrinsic dimensions

Contextual Dimensions
Relevancy. Besides Abián et al. [1], who briefly discuss the

characteristics of DBpedia and Wikidata related to this di-

mension, only Färber et al. [17] include relevancy. The metric

adopted checks only if ranking of statements is allowed in

a knowledge graph. Wikidata is the only one where this

feature is present among the projects evaluated.

Completeness. A large number of papers targets complete-

ness. [17] measures schema completeness, column complete-
ness, and population completeness. Whereas Wikidata out-

performs the other knowledge graphs in the evaluation of

schema (i.e. completeness with respect to classes and re-

lations) and population completeness (i.e. referring to all

entities in the graph), its completeness of relations for each

entity in the graph (column completeness) is worse. Ringler

and Paulheim [51] look at the coverage of five projects (DB-

pedia, YAGO, Wikidata, OpenCyc, NELL) across different

areas, e.g. people, places, songs, or events. Wikidata is the

most complete resource when it comes to people, albums

and movies, whilst it trails with respect to organisations,

places, and events. [49] builds a tool to measure Wikidata’s

completeness called COOL-WD
10
. Combining crowdsourced

work, information extraction techniques, and entailments

from the Wikidata RDF graph [13, 14], COOL-WD creates

completeness statements, describing whether an item, a state-

ment, or parts of the graph are complete. Human users can

manage and add new completeness statements, therefore

adding a further manual check to the system. Ahmeti et

al. [2] and Balaraman et al. [3] build another tool to evalu-

ate relative completeness of Wikidata items, i.e. the extent

to which they contain all relevant information in compari-

son with similar entities. A similar approach is evaluated on

YAGO and Wikidata by Galárraga et al. [19]. Their rule min-

ing approach is able to predict completeness with precision

up to 100% for some properties in the graph. The authors

of [38] devise an approach to automatically create scholarly

profiles based on Wikidata. As a part of their study, they

evaluate the completeness of scientometrics information in

Wikidata, finding that coverage levels change by type of

information, with gaps regarding e.g. individual articles, in-

dividual researchers, and citations between scientific articles.

[37] reports about the creation of an app to visualise places

in literary works, which uses Wikidata as a back-end. In-

cidentally, it also reports about the issues encountered in

working with this knowledge graph, mentioning types of

missing items and properties that were unsuitable for the

task at hand. Completeness is also discussed in [1], com-

paring the number of instances and statements in DBpedia

and Wikidata, concluding that “both projects have the same

order of magnitude of wideness”, with Wikidata describing

a larger number of concepts.

Timeliness. Three aspects of timeliness are evaluated in [17]:

frequency of updates; the capability to specify validity for

statements; the capability to specify modification date for

statements. Wikidata is maintained by a community of con-

tributors, thus it allows more frequent updates with respect

10
The tool can be found at https://cool-wd.inf.unibz.it/, accessed 30 March

2019.

https://cool-wd.inf.unibz.it/
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to most of knowledge graphs in the study, which are auto-

matically extracted from a source. Concerning specifying

validity and modification date for statements, Wikidata uses

qualifiers to achieve the first—a feature missing in other

projects, such as YAGO or DBpedia—but has no way to add

modification dates [17].

Relevancy Abián et al. [1], Färber et al. [17]

Completeness Abián et al. [1], Ahmeti et al. [2], Balara-

man et al. [3], Darari et al. [13], Darari

et al. [14], Färber et al. [17], Galárraga et

al. [19], Nielsen [37], Nielsen et al. [38],

Prasojo et al. [49], Ringler and Paul-

heim [51]

Timeliness Abián et al. [1], Färber et al. [17]

Table 4: Papers covering contextual dimensions

Representation Dimensions
Ease of understanding. [27] examines the availability of labels

in different languages for seven datasets, including samples

from the LOD cloud, datasets published by museums and

governments, and Wikidata. This has the most comprehen-

sive coverage in terms of proportion of entities with human-

readable labels. Furthermore, it is the most diverse, support-

ing the largest variety of languages and having the least

unequal distribution of coverage across languages. Abián et

al. [1], who use the term ‘understandability’ to refer to ease of

understanding, compare the number of labels and languages

available in Wikidata and DBpedia, with the first having

more labels in more languages. These knowledge graphs are

compared also in [56], where this dimension is called ‘data

diversity’. The evaluation is carried out by comparing the

percentage of entities with a human-readable label available

and the number of languages supported. Whereas Wikidata

outperforms DBpedia with regard to the latter, it score worse

in the second. This is a result of the approach used to rep-

resent the Wikidata data model in RDF, which creates an

entities representing each statement (i.e. reification [16]). All

the entities generated this way have no label, which leads

[56]’s score to go down. In [17] ease of understanding encom-

passes metrics regarding the use of human-readable labels,

such as their number and availability in multiple languages,

and other Linked Data-specific features, e.g. an RDF serial-

isation and the presence of URIs. Wikidata achieves high

scores in each of the metrics gauged.

Interoperability. This dimension subsumes interpretability,

representational consistency, and concise representation.

They are evaluated in [1] and [17]. The latter checks whether

a determined feature is present and the extent to which exter-

nal vocabularies, i.e. relations and classes from other knowl-

edge graphs, are used. Compared to other projects in [17],

Wikidata is more complex to query, due to its use of reifica-

tion. Furthermore, it is available in various serialisations (like

YAGO and DBpedia) and employs a large extent of external

vocabularies. [1] discusses the characteristics of DBpedia

and Wikidata, although without employing any metrics.

Ease of
understanding

Abián et al. [1], Färber et al. [17], Kaffee

et al. [26, 27], Thakkar et al. [56]

Interoperability Färber et al. [17]

Table 5: Papers covering representation dimensions

Accessibility Dimensions
Accessibility, Interlinking, and Licence. These dimensions are

covered by a small number of studies and their names may

vary in the literature, hence we cover them together. [17]

is the only one to assess all three accessibility dimensions.

Its authors gauge various metrics for accessibility, finding

out that Wikidata has high percentage of availability times,

although its query system has some limitations (the max

query execution time is 30 seconds), and many of its re-

sources cannot be dereferenced. Regarding interlinking and

licence, Wikidata has a very large number of connection to

other resources and provides machine-readable information

about its licence [17]. Thakkar et al. [56] use similar metrics

to those in [17] to gauge accessibility, which they refer to

as “availability”, and interlinking. They compare again DB-

pedia and Wikidata, finding that this has a larger number

of links to other resources and performs slightly better (in

contrast to [17]) when it comes to dereferencing entities.

These two projects are compared also in [1] with respect

to interlinking. However, the evaluation does not rely upon

any metrics and consists only of a reflection about how their

respective features may lead to better or worse interlinking.

Finally, Mountantonakis et al. [35] devise an approach to

measure the extent to which LOD datasets are connected.

They test their approach—which relies on the owl:sameAs
property—on several datasets, includingWikidata. Their find-

ings highlight the need to increase the number of real world

objects that are described across LOD resources.

Accessibility Färber et al. [17], Thakkar et al. [56]

Interlinking Abián et al. [1], Färber et al. [17], Moun-

tantonakis et al. [35], Thakkar et al. [56]

Licence Färber et al. [17]

Table 6: Papers covering accessibility dimensions
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6 DISCUSSION
Around six years since Wikidata’s launch, the quality of

its data has already been the object of numerous studies.

These could be roughly classified into two groups (Table 7):

first, those which perform an evaluation of one or multiple

dimensions—this is the largest group; second, those which

develop an approach which is evaluated on Wikidata or a

tool which serves to gauge its quality. The papers in the sec-

ond group address one dimension at the time, whereas those

in the first include comparative, multi-dimensional studies.

These contrast Wikidata against well-established resources,

such as DBpedia or YAGO. Besides being a sign of the grow-

ing popularity of Wikidata, these comparative studies are the

only ones to investigate consistently its quality across all, or

a large part of, the dimensions in our framework. It is the case

of Färber et al. [17], who aim at providing guidance to choose

the most suitable knowledge graph for a user’s needs. Abián

et al. [1] also cover several of our framework’s dimensions,

but their analysis is superficial and limited to discussing

the respective characteristics of DBpedia and Wikidata with

respect to each dimension taken into consideration.

Completeness is the dimension covered by the largest num-

ber of papers. Considering the massive editing activity of the

Wikidata community—through automated editing software

(bots) and tools to perform semi-automate revision—research

on this aspect might have been motivated by the intention to

understand where the efforts of the community were most

required and provide guidance. Other dimensions were less

studied. The number of papers targeting Wikidata’s accu-

racy was rather low, if we exclude the works developing

automated vandalism detection approaches. This may sound

surprising, considered that accuracy is generally deemed as

a key quality dimension [59]. Future studies should focus

on measuring how accurate Wikidata is, possibly employ-

ing existing metrics such as those in [39]. Further research

should also address trustworthiness. Whereas the evaluation

in [43] points out important issues regarding the quality of

references in Wikidata, e.g. the difference between human

editors and bots in terms of the sources they contribute, it

is limited in scope, as it includes only external references,

which are the minority of all Wikidata references. More-

over, [43] evaluates sources only in English, leaving out a

crucial aspect of Wikidata—its vast multi-language support.

Concerning that, we would have expected to find a larger

number of studies about ease of understanding. The papers

from Kaffee et al. [26, 27] address the extent to which labels

and descriptions have been added across the many languages

used in Wikidata. However, it would be desirable to com-

pare correctness of human-readable labels between different

languages. All evaluations of Wikidata consistency in our

survey investigate that under a limited perspective—in the

case of [46], assessing structural aspects of Wikidata’s con-

ceptual structure, rather than its actual consistency. The

large size of the Wikidata ontology might be an obstacle to

that [46], hampering the application of automated reason-

ing approaches (e.g. [40]). A possible solution may be using

dataset slices, similarly to [56]. With regard to Wikidata’s

features to specify temporal limitation for statements (i.e.

qualifiers), the lack of research touching specifically upon

this topic is somewhat surprising. Future work should in-

vestigate the role of qualifiers in determining Wikidata’s

timeliness, also in comparison with other knowledge graphs.

Finally, some notes about our methodology and its limita-

tions. The number of results from the search engines utilised

had a large variance, with DBLP showing the largest dif-

ference. This might be imputable to the search technology

and database they rely upon and suggests that future work

including a larger number of search engines, digital libraries,

and conference and journal websites may lead to different,

larger set of papers. Moreover, the current study analysed

only papers in English. A follow-up should include a greater

pool of languages, given also Wikidata’s multi-lingual, multi-

cultural nature.

7 CONCLUSIONS
This is the first paper to perform a systematic review of

literature about data quality and Wikidata. Our findings

show that, since its launch in 2012, 28 papers in total have

addressed this topic. Whereas the majority of them have fo-

cused only on Wikidata, some have evaluated that as part of

a multi-dimensional, comparative study along other knowl-

edge graphs. Overall, the data quality of Wikidata has been

a fruitful area of research so far. Some dimensions have been

covered in depth, whilst other have been insufficiently inves-

tigated. Completeness and consistency are the most studied

dimensions, together with accuracy. However, the majority

of papers addressing accuracy develops some type of tool to

flag up a particular quality issue, rather than directly mea-

suring quality (Table 7). Other dimensions which require

further efforts are consistency, trustworthiness, and timeli-

ness. Future studies should focus on these (and accuracy),

possibly providing reusable metrics that could be applied to

regularly monitor the evolution of the project.
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